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Group-A

(Multiple Choice Type Question) 1x15=15
1. Choose the correct alternative from the following :

(i) Select the correct example of qualitative data from the following.

a) Height of students

b) Temperature of a substance
<)

Color of cars d) Number of books on a shelf

(i) Examine the mean of the following data set: 4, 8, 6, 5, 7.
a) s b) 6.5

c) 6 d)7
(iii) Classify the skewness of the data set if the mean is 20, median is 22, and mode is 24.

a) Positive Skewness b) Negative Skewness

c) Zero Skewness d) Normal Distribution
(iv) Number of times each value appears is called value's . Select the correct option.

a) Range b) Frequency

c) Mode d) Standard deviation

(v) In a Binomial (n, p) distribution, if its mean and variance are 2 and 16/9 respectively, then compute
the values of n and p.

1 b) yg 1
3) 185 16,5
J16l d gl

g g

(V) Identify one of the conditions for a counting process {V (1).1 2 0} _is said to be Poisson

process if-
b) The process has stationary and

a) -stati : ;
The process has non-stationary independent increments

c¢) The process has dependent increments d) The process is involuntary
(vii) A transition probability matrix P is said to be doubly stochasticif . Classity the correct option.
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(vii)) Tf X is normally distributed with zero mean and unit variance, then compute the expectation of X”.

a) 1 b)2
<8 d)0

(ix) Let X(1) and Y(1) be two random processes with respective auto correlation functions
Ryx(r)and R, (7). Then compute |Ry Q]

a) = R.(OR._(0) b) = /R.(0)R,,(0)
9 < JR_(O)R,(0) d > /R.(0)R,(0)

(x) Write the definition of a Markov chain:

a) A stochastic process where the future state depends b)
only on the present state. A deterministic process with known future states.
<) i i
A process where past states influence future states. d) A sequence of random variables that are independent

of each other.
(xi) Analyze the correct option for the claim: A Markov chain with an absorbing state will always reach that state eventually.”

a) True b) False

c) True only for finite Markov chains d) False only for continuous Markov chains
(xii) The steady-state probability vector 1 of a discrete Markov chain with transition probability matrix P

satisfies the matrix equation of . Select the correct option.
AP =0 by (2—P)mr =0
OPrt =71 d)Ptﬂ=O
(Xiii) Select the correct formula for Bayes’ theorem =
<3
FF N
a) b) B ST S
Py @) pey2@r@ ASS
8" p(anB) B P(8) $'S ST
$SEE
c) d) Q5 £
P(.i)_P(B}P(A) P(i) _ _P(anB) T LESF
B P B/ P(A)P(B) S
4 LS
(xiv) In the long run, the state probabilities become 0 & 1 . Select the correct option. Q'? Sy
oy
a) In no case b) In some cases .:f§
c) In all cases d) None of these &
(xv) Markov analysis is used for . Select the correct option.
a) Predicting the state of the system at some future time b) Calculating transition probabilities at some future time
c) P_redlctmg the steadiness of the system at some future d) All of these
time
Group-B
(Short Answer Type Questions) 3x5=15

2. A bag contains 4 balls. Two balls are drawn at random without replacement and are found to (3)
be blue. Enumerate the probability that all balls in the bag are blue.

3. Explain the probability mass function of Binomial distribution. 3)

4. Determine the variance of geometric distribution. (3)

Page 2 of 5



| 5. Given the following transition matrix for a Markov chain with states M, N, and O:

06 04 0
P=103 07 O
05 0 0.5

Classify each state (M, N, and O) as transient, recurrent, or absorbing. Justify your
answer.

6. Write the TPM of the following Markov chain shown in Figure:

ey e TR R0« L i

OR
Consider the following transition matnix o
O O e
X (O ('\\\x?"s %,&3%
0 1 L’b»‘e\) \Q\Q?'&\ QQ\(LS
_1_ .1_ %\é\“\ﬁ\c_)\(\‘\%qb%gﬁ\%&:\
2 "2 o Q8" e
D ‘\k&ﬁ@\%‘
Justify if the matrix 1s valid TPM
Group-C

(Long Answer Type Questions)

0 0 1
1,2
3 3
141
2 2

Test if this chain is communicative.
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5x6=30

Consider the Markov chain with three states, S= {1.2,3}, that has the following transition matrix (5)



T AU D I R BT e

8. An HIV test gives a positive result with prob:blhty 9
o probability when the patient is not

9.

negative result with 99%
population in which 0.1% of indivi
he is indeed affected by HIV?

@

Test if this chain is aperio

(&L

10. Consider the Markov chain shown in Figure

1
3

dic.

89 when the patient is indeed affectgd by HIV, while it gives a
affected by HIV. If a patient is drawn at random from a

duals are affected by HIV and he is found positive, identify the probability that

Consider the Markov chain shown in Figure

W)

Evaluate the stationary probabilities of the chain.

11. Compute mean and variance of Binomial distribution.

12. Consider the Markov chain shown in Figure

(1)
1
1//" k‘,/ \ T
/ /
/.
.z\s'/ 3 /3
" A b

/‘“‘\

o

o g
ke i T
A

Test 1f this chain is aperiodic.

OR
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Consider the Markov chain shown in Figure )

3

Evaluate the stationary probabilities of the chain.
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