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BRAINWARE UNIVERSITY

Term End Examination 2022
Programme — BCA- 2019/BCA- 2020/BCA-2021
Course Name — Numerical Method
Course Code - GEBS301
( Semester lil)

Time : 2:30 Hours

Full Marks : 60
[The figure in the margin indicates full marks. Candidates are required to give thew answers in their own words as far as
practicable.]
Group-A

(Multiple Choice Type Question) 1x30=30

1. Choose the correct alternative from the following :

(i) The interpolation polynomial defined for a given set of values of x and f(x) is
a) unique b) <p style="text-align: left;">c
c) has degree 4 d) none.
(i) Matrix inversion method fails to calculate a system of equations if the determinant value of the
co-efficient matrix is

a) 0 : b) 1
c) 2 d) 3
(i) Backward substitution method is used to explain a system of equations by
a) Gauss elimination method b) Gauss Jordan method
¢) Matrix factorization method d) None of these

(iv) Choose the correct one.
“One of the real roots of xe* — 2 = 0 lies betv. een

a) (0,1) - b) (1,2)

c) (2,3) d) None of these.
(v) Idemtify the number of significant figures in 0.03409.

a) 5 b) 6

c) 7 d) 4

(vi) Consider Regula-Falsi method, the n-th approximate root (x,) lies between
an,and b,, then the next approximate root 1s

a) x f(an) b — __f(bn)
Xnt1 = 8n = 7 oy B ) X1 = an = 705Gy (@~ )
c) = AL - d = g, p=Tlon)__
Xn41 = An = 755 oy bn — @n) dxnsr = an + 7 S00GS (Br — an)
(vii) Diagonal dominance is must to justify for
a) Gauss-Sci_dcl .melhod b) Gauss Elimination method
¢) LU factorization method d) All of these
(vii) Define the number of significant digits in the number 3.0056.
a) 3 b) 4
c) 5 d) 2
(ix) If ‘a’ be the actual value and ‘¢’ be its csumated value, then define formula for relative error.
a) la=el
i b)
<) d)

Page 10of 4



(a—e)

ja—el
—_— -

(x) C:te the result, after being rounding off to three places of decimal the number 57.1092 becomes

. 2)57.109 b) 57.100
¢)57.110 d) 0.109 :
() In Newton s forward difference interpolation. identify the value ot s.=

a)1land2 b)-1 and |
<) 0 and o d)pand 1
(xii) Indicate “the n-th order divided difference of a polynomial of degree n is"”
a) n’ b) constant
d o d) All of these.

(xiii) Differentiate which of the following is not correct. )
4} The Lagrange’s interpolating polynomial ®) Sum of Lagrangian function is 1.
exists and unique. .
<l ' ; d) The Lagrangian function is independent on
The Lagrangian function is invariant under 5 s '
linear transformation. x;’s but depends ony;s.

() The n-th divided difference of n degree polynomial ag x™ + a.x n-1 4
a, x* 2+ +a,(ay = 0)is determined as '

2) agx +a, b) a,

9 an, d) none of these.

(xv) The technique for computing the value of the function inside the given argument is categorized by
2) mnterpolation b) extrapolation
c) partial fraction d) inverse interpolation

(xvi) In case of Newton Backward Interpolation Formula discriminate which equation is correct to find

u?
a) (x—xg) . b) (x+xn) _
I oo
d(x—x)h=u d(x —x,) =u
(xvii) If h be the fixed value, then first forward difference operator is decided by
2 Af(x)=f(x+h) —f(x) b) Af (x) = f(x+ h) + (%)
IAf(x)=fx+h=fx) . dAf(x)=f(x) —f(x+h)
(xviii) Indicate the degree of precision of Trapezoidal rule :
a) 1 b) 2
c) 3 d) 5
(xix) Explain Ef(x)=
a) fix+h) b) f(x-h)
¢) fix)-fix-h) d) fix)
b g Smlpson s one-third rule for solving _f f(x)dx ., f(x) is approximated by
some
a) lipc segment b) parabola
c) circular sector d) parts of ellipse
(xd) Simpson’s one-third rule can be applied if the number of equal sub-intervals of the interval of
integration is
3) odd . b) even
c) there exists no such restrictions. d) none of these.

(odi) The degree of approximating polynomial corresponding to Trapezoidal rule and Simpson’s one-
Page 2 of 4



third rule are classified respecti;.'éiy.
a) 1,1 b) 21
¢ 1,2 d) 2,2

(i) In Simpson’s one-third rule if the interval of integration [x, x,,] is reframed
into two equal sub-intervals then f:’ f(x)dx =
0

a) n b)

300 +4y1 +32) (Vo + 231 +¥2)
c) h d) h

3 00 +2y; +4y;) Ebb#m+h)

(xxiv) The predictor-corrector method is determined as
a) Euler’s method b) 4-th order Runge-kutta method

c) Taylor’s series method d) Modified Euler’s method
(o) Determine an ordinary differential equation of first order and first degree

A f(x,y) withy(xg) = ¥,

dx
a) An IVP b) A BVP
c) Integro differential equation d) none of these.
(xxvi) Infer the result after rounding off to three places of decimals of the number15.23186.
a) 15.231 b) 15.232
c) 15.241 d) 15.2
(oxvii) Rearrange the result after rounding off to three places of decimals of the number 7.1652%
a) 7.17 b) 7.16
o 72 d) 7.165
(xxviii) Examine one of the roots of the equation x? + 2x — 2 = 0 lies between
a)land2 b) 0 and 0.5
c)0.5and 1 d) none of these.
(xxix) Recall, the order of convergence of Newton-Raphson method is
a) 3 b) 2

c 1 d) none of these.
(x) Recall, to solve the system of equations by Gaussian elimination method, A is transformed to a
b) upper triangular matrix

a) lower triangular matrix
d) none of these.

c) diagonal matrix

Group-B
(Multiple Choice Type Question) 3x10=30
2. Choose the correct alternative from the following :

() For an equation like x? = 0, a root exists at x=0. The Bisection method cannot be
administered to solve this equation in spite of the root existing at x=0 because the
function f(x) = x?

a) is a polynomial b) has repeated roots at x=0
c) is always non-negative d) slope is zero at x=0
(i) Develop the Newton-Raphson iterative formula for finding the square root of a real number R.
a b
’ X = ol | , 3x,
Sl X{41 = 2
4 d
)x 1(1‘ +R) )N ¢ of these
= - =i on .
th1 =\ X T
(i) Examine the condition of convergence of Newton-Raphson method when applied to an equation f(x)=0 in an
interval 1s
b) [f'(x)| < 1.

a) f'(x) =0
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VP > IFCOf" () D (0N > IFCOf O

. (b
™ Analyse error in one step formula of Simpson’s one-third rule mfa f(x)dx

S b)=h> -y < b
a) 91‘; fPa<ec<b i (c)a<c

-h* d) -n*
cl%f“’(t‘)ﬂ‘(c'(b ?._f (da<c<b

Y S
™ In Trapezoidal rule for finding the approximate value of | Bl (x)dx. then
calculate error. (when the number of sub-intervalis 12) y
i <
a"(f;)f"(() where 12 < { < 24 b) -I2f”({) where 12 < ¢

9 f'({) where 12 < { < 24 d) none _ -
() Let £(0) = 1.76.f (1) = 4.24 and then evaluate the Trapezoidal rule gives

approximate value offo1 f(x)dx

a) 6 b) 3
¢) 3.12 ' o d) 398
(vi) The second order Runge-Kutta method is applied to the initial value problem

¥ = —y.¥(0) = y, with step-size h. Then estimate y(h) .

3) yo(h — 1) b) gé‘l(h?' —2h+2)
Yorpz d) hZ = nd
9% (h? — 2h +2) yo(1-h+2+2)

{viii) Select the iteration formula of Modified Euler’s method

h _ b) ,,(n+1) _ h ' . - yn—1
Ty =y + F U Cornye ) + (e )] Vo = v+ U G yr-2) + £ (37

h
el .Vr(n) =Yt 3 UfGer-pyr-1) + f(x,._y,l’ )] Y none of these
(x) Using third order Taylor’s series expansion, evaluate the value of y(1.1) from the
IVPy' = xy, y(1.0) = 2 is

a) 2.221 b) 2.311
c) 2.411 d) none of these

() Estimate the value of k; by using RK2 method from the ODE yy' =y? —
x,¥(0) =2,h = 0.21is

a) 0.4133 b) 0.46333
c) 0.5123 d) none of these

ll*tttl‘t#tt!l'ltt't“.ti..t‘l‘titl.tttl
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